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(a) Real toy tiger. By de-
sign, it is soft to touch
and exhibits significant
deformation behavior.

(b) Deformable model of
tiger scanned by our sys-
tem, with haptic interac-
tion.

(c) Real clay pot, with
glazed regions. The pot
exhibits a variety of con-
tact textures and sounds.

(d) Virtual interaction
with scanned model of
pot; includes contact tex-
ture and contact sounds.

Figure 1: Examples of behavior models scanned by our system

Abstract

We describe a system for constructing computer models of
several aspects of physical interaction behavior, by scanning
the response of real objects. The behaviors we can suc-
cessfully scan and model include deformation response, con-
tact textures for interaction with force-feedback, and contact
sounds. The system we describe uses a highly automated
robotic facility that can scan behavior models of whole ob-
jects. We provide a comprehensive view of the modeling
process, including selection of model structure, measure-
ment, estimation, and rendering at interactive rates. The
results are demonstrated with two examples: a soft stuffed
toy which has significant deformation behavior, and a hard
clay pot which has significant contact textures and sounds.
The results described here make it possible to quickly con-
struct physical interaction models of objects for applications
in games, animation, and e-commerce.
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1 Introduction

Real 3D objects exhibit rich interaction behaviors which in-
clude how an object deforms on contact, how its surface feels

when touched, and what kinds of sounds it makes when one
interacts with it. These aspects of visual, haptic1, and au-
ditory behavior provide important interaction cues and in-
crease the sense of presence in virtual environments such
as games. Despite recent progress in deformation modeling
(e.g., [37, 7, 18]), haptic rendering (e.g., [32]), and auditory
displays (e.g., [12]), these aspects are either entirely missing
from models used for computer graphics and interaction, or
must be painstakingly added by highly skilled professionals.
We believe that a major reason for this unfortunate situation
is the difficulty of constructing these complex multimodal
models by hand. In this paper we show how this problem
can be solved by scanning the behavior of real objects.

Constructing behavior models requires not only acquiring
measurements of real object behavior, but also designing
mathematical models whose parameters can be effectively
estimated from the measurements, and can be effectively
used for realistic rendering. Each of these steps is important
for successfully modeling real object behavior. We give de-
tailed descriptions of how this can be done for three aspects
of interaction behavior: (1) deformation models which can
be rendered both visually and haptically; (2) contact texture
models for capturing surface friction and roughness for hap-
tic display and dynamics simulation; and (3) contact sound
models for synthesizing interaction sounds, including sounds
of continuous interaction.

Figure 1 shows some behavior models acquired by our
system. Of course, it is somewhat difficult to show real time
behavior on paper. The accompanying video demonstrates
the behavior models better.

In this paper we also describe how the acquisition of these
models can be automated using a highly integrated robotic
measurement facility, and how behavior models can be reg-
istered relative to a geometric model of an object. Even
though our facility is an expensive prototype and uses sophis-
ticated robotics for interaction and behavior measurement,
we believe it can be practical and economical for modeling

1haptics refers to the sense of touch.
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because the facility can be shared by multiple users. The
techniques we describe can be used to construct a model
foundry, similar to a VLSI chip foundry but in reverse. Users
could send real objects to such a foundry and receive in re-
turn a behavior model of the object.

It is helpful to compare the work presented here to 3D
geometric modeling, from which we draw inspiration and in-
struction. 3D geometric models can be constructed by hand
using 3D modeling software and for some special applica-
tions, this hand modeling and editing is essential. However,
3D scanning technology has dramatically changed the way
such models are constructed. 3D geometry scanning makes
it possible to capture fine details for unprecedented realism,
but more importantly, empowers users with modest artistic
talents with the ability to construct 3D models quickly and
inexpensively. In a similar way, we expect that hand con-
struction of interaction behavior will continue to be useful for
some applications (e.g., those requiring fine creative control
to match the context and narrative). But for many appli-
cations in games, animation, and e-commerce, the ability to
construct highly detailed behavior quickly and inexpensively
using the techniques we describe here could transform the
way we construct models for 3D object interaction.

1.1 Related Work

We are not aware of any other system capable of scanning
models of contact interaction behavior such as that described
in this paper. However, each component of our system has
many connections to previous work that we discuss in the
relevant sections below. Here we briefly discuss related work
in the general area of building models of 3D objects by mea-
suring the real world.

Almost all the work in the area of modeling real world ob-
jects in computer graphics has focused on geometric model-
ing and reflectance modeling. In recent years there has been
dramatic progress in scanning geometric models of 3D ob-
jects (e.g., [17, 8, 33, 22, 23]). In part because of the high
accuracy of laser scanning, most of these techniques assume
that the range data are given and focus on estimating good
meshes from the data. Techniques have also been developed
for geometry reconstruction from a few photographs [11] or
even from a simple desktop system with a wand [2]. Acquir-
ing the reflectance properties of existing objects has also
been an active research area (e.g., [33, 9, 31, 15]). Our work
has parallel goals with this type of automated model ac-
quisition, but differs in terms of types of models acquired.
Acquiring interaction models is more difficult because of the
necessity of actually interacting and making contact with
the objects to be measured.

Our work has some connections with image based tech-
niques [4] and motion capture in that a recording can be
considered a simple model of behavior, which can be edited
and transformed (e.g., [26]). With few exceptions they have
generally not been used for estimating parameters of physical
models. They also do not account for inputs to the motion,
and therefore can not be directly used for simulating the
effects of new inputs.

Measuring the real world requires a certain amount of in-
frastructure and several groups have developed measurement
facilities for this purpose. We mention the Cornell Light
Measurement facility [15], the Columbia/Utrecht facility
used for constructing a reflectance and texture database [9],
the CMU Virtualized RealityTM laboratory [41], the Berke-
ley Light Stage [10]. Field-deployable systems include
the Digital Michelangelo project [23] and the IBM Pietà

project [31].
Our own facility is perhaps the most highly automated

and flexible system available today. It was designed to pro-
vide one-stop shopping for a large number of measurements
rather than for highly accurate measurement. It required
significant developments in robotics to control and coordi-
nate the various measurement and actuation subsystems of
the facility. We have previously described the robotics as-
pects of teleprogramming and motion planning for the sys-
tem, and measurement techniques for sound and deforma-
tion (e.g., [25, 24]). However, the present paper is the first
to describe the complete process of modeling interaction be-
haviors, from real object to rendered model.

2 A Framework for Modeling Behavior

To help understand how to construct useful models of real
objects, it is helpful to break the task down into four steps:
selection of model structure, measurement, parameter esti-
mation, and rendering. In the following sections we detail
how these steps are carried out for acquiring models of de-
formation, contact texture, and sound.

Selection of model structure

This defines the fundamental class of mathematical models
that will be used to represent real physical behavior. In
this step we fix the structure and not the parameters of the
model.

We emphasize that this step is a creative act of model
design, in which the modeler balances the competing needs
of the accuracy of the model’s predictions, rendering speed,
ease of acquiring measurements, stability of parameter esti-
mation, etc. It is tempting to think that the model is dic-
tated by Physics and can be “looked up” in a textbook, but
this is far from the truth. In designing the model structure
it is essential to realize that all models have a finite domain
of applicability.

Measurement

In this step we acquire the data from the real world to con-
struct the model. This step is critical since all subsequent
results depend on it. It is non-trivial for several reasons.
First, we are interested in contact behavior which can not
be simply observed but must be “excited” by physically in-
teracting with the object. Thus we not only need to measure,
say, the sound produced by an object, but we also need a
way to hit the object in a carefully controlled manner to pro-
duce the sound. Second,traditional measurement techniques
are designed for measuring material properties of small sam-
ples of objects, but we would like to build models of entire
objects without destroying them or changing their essential
global properties. Thus it is necessary to be able to move
either the object or the measuring instruments or both, to
access different parts of the object. Third, we need to reg-
ister the different measurements relative to each other. We
do this by registering all measurements relative to a geomet-
ric model of the object. For instance, this allows us to use
the surface roughness of a particular point on the surface
to drive the sound produced by scraping the surface at that
point. However this means that we must first acquire a ge-
ometric model of the object prior to scanning the behavior.
Finally, to interpret the raw data the instruments need to
be calibrated. We do this using special calibration objects,



but auto-calibration techniques could also be used. To facil-
itate this kind of measurement we have built an integrated
robotic measurement facility described in §3.

Parameter estimation

Estimation connects measurements to models. It is im-
portant to realize that estimation problems are frequently
ill-posed and can lead to very sensitive inverse problems.
Therefore it is necessary to pre-process the raw data, use
regularization (which can be done in a natural way using
Bayesian priors), and to use robust estimation techniques.
As an example, direct fitting of sound models to sound wave-
forms by least-squares techniques produces very poor results
in the presence of noise. We describe robust techniques for
estimation which we found work well for the various estima-
tion problems described below.

Rendering

Finally, the estimated models must be rendered, to pro-
duce deformations, haptic forces, and sounds. This step, of
course, is the primary motivation for the previous steps and
influences design decisions throughout. In particular, since
we are interested in interaction behavior, it is important that
the models are rendered at interactive rates. We describe
implemented algorithms suitable for interactive rendering of
deformation, forces, and sounds. The rendering step is also
important for validation of the scanned model, i.e., deter-
mining whether the estimated model approximates reality
sufficiently well for a given purpose. For computer graphics
and interaction, it is difficult to design sensible quantitative
metrics of model validity, and one must largely rely on user
perception. We show results comparing the behavior of real
objects to simulations of the scanned behavior models.

3 Measurement System for Interaction Be-
havior

Carefully acquiring the measurements required for model
building is often the most challenging part of the modeling
process. For acquiring the kind of contact measurements we
need, we have developed the UBC Active Measurement facil-
ity (ACME), a highly automated robotic measurement facil-
ity. The robotics aspects of the facility have been previously
described in detail [25]. For completeness, we briefly outline
it here. We note, however, that the techniques described be-
low do not depend on the use of this particular facility which
was designed to provide a large variety of measurements; a
simpler measurement set up could be constructed to build
specific kinds of models. As with 3D geometry scanning, we
expect that in the future it may be possible to build portable
or desktop versions of such a measurement system.

Fig. 2 shows the facility which consists of a variety of sen-
sors and actuators, all under computer control. Its major
subsystems include: a 3 DOF Test Station (bottom of im-
age) used for precise planar positioning of the test object;
a Field Measurement System (shown at the top left) con-
sisting of a Triclops trinocular stereo vision system, a high
resolution RGB camera, and a microphone, all mounted on
a 5 DOF positioning robot; and a Contact Measurement
System (CMS, shown on the right) consisting of a Puma
260 robot equipped with a force/torque sensor, mounted on
a linear stage. The CMS is the key subsystem for contact
measurements as it is used to interact with the object to

Figure 2: ACME Facility Overview

be modeled. The entire facility can be controlled from any
location on the Internet. We will describe the use of the sen-
sors and actuators for measurement in the relevant sections
below.

4 Geometric Modeling

The geometric models required for registering other mea-
surements can be produced by any geometry scanning and
mesh generation method (e.g., [17, 8, 33, 28, 23]). While
the focus of this paper is not on geometric modeling, for
completeness we will briefly outline our approach to geo-
metric model construction starting from stereo range mea-
surements.

Stereo range measurement

The main shape sensor in our measurement facility is a
trinocular stereo vision system2 which is capable of produc-
ing large amounts of viewpoint-registered range images at
modest resolutions (approx. 2-3 mm for a typical viewpoint),
in close to real time. Accurate ranging relies on image fea-
tures for matching between the stereo cameras; additional
features can be attached or projected onto the surface.

Stereo range data is notoriously noisy, and for best re-
sults it is filtered in several ways. First, range is calculated
with variable mask sizes in a voting scheme. We also utilize
the checks and filters of the Triclops stereo library. Further
processing of the data by volumetric reconstruction requires
approximate surface normals at range data points. The nor-
mals are estimated by plane fitting in local image neigh-
borhoods. Further filtering of the range-data is performed
based on the quality of fit, the number of valid range-data
per neighborhood and the viewing angle of the plane.

Multresolution mesh construction

An initial triangle mesh is generated from the filtered range
data using a volumetric approach by reconstruction software
provided courtesy of NRC of Canada [28]. The number and
quality of triangles depends on the surface sampling density.
Further processing is required to arrive at a useful geometric
model since this mesh may not be watertight; it may include
some of the supporting Test Station surface; and there may

2A Color Triclops from Point Grey Research.



Figure 3: Clay Pot Mesh Reconstruction: (left) raw scan
mesh (13150 vertices, 26290 faces) with various external
stray polygons; (middle) watertight base level (level 0) mesh
(127 vertices, 250 faces) generated via simplification of the
raw scan mesh; (right) level 3 subdivision connectivity mesh
(8002 vertices, 16000 faces) generated using displaced sub-
division surface style piercing of the raw scan mesh.

be erroneous surfaces due to noisy data. An example is
shown in the left image of Figure 3.

Finally, we construct watertight subdivision connectivity
triangle meshes at several resolutions l = 0, 1, 2, . . . , L be-
cause they are desirable for later modeling. Here we exploit a
common property of raw meshes produced from range data:
while the region exterior to the object geometry may con-
tain undesirable mesh features, the interior of the mesh is a
fair representation of the scanned surface. This allows the
construction of multiresolution meshes by expanding and re-
fining a surface inside the object using a normal piercing
process similar to the construction of displaced subdivision
surfaces [21] and normal meshes [16]. The coarse resolu-
tion mesh is generated by simplifying the raw mesh (using
QSlim [13]) and possibly some minor editing to ensure that
the mesh is free of defects such as in regions with poor range
data. To ensure that the mesh expansion process is bounded,
the raw mesh is manually closed if the NRC package pro-
duces a large hole on the unimaged underside of the object;
this was addressed for the tiger mesh by simply inserting a
large horizontal triangle.

While this approach to mesh construction is not robust,
it produces meshes of sufficient quality that we were able to
proceed with our main physical modeling objectives.

Texture mapping

Texture mapping is accomplished using calibrated color im-
ages from the stereo vision system. The vertices of the
meshes are projected into the color images using the pinhole
camera calibration matrix, and triangles are tagged as visi-
ble if their vertices and centroid are all visible. We select the
imaged triangular area as the texture map if the product of
the image area times the cosine between view direction and
triangle normal is maximum in all our images. We also ad-
just the relative global brightness of all color texture images.
The texture maps could be readily improved by blending of
the local textures over the entire map eliminating abrupt
brightness changes at edges, as in [27].

5 Deformation Modeling

Selection of model structure

We use linear elastostatic models for deformable objects
since these models can be simulated at interactive rates [18],
and linearity makes parameter estimation easier. Most im-

portant, linear elastic models can be characterized using
Green’s functions, which capture the input-output behav-
ior of the object’s boundary for a given set of boundary
conditions; therefore there is no need to observe or estimate
quantities in the interior of the object.

It is a practical consideration that the model must be fix-
tured for it to be deformed by ACME’s robots. Therefore we
start by assuming that the physical object will be measured
(and rendered) while attached to a support, like the Test
Station. The linear elastostatic model then approximates
the displacement response u = u(l) of the resolution l mesh
vertices due to applied surface tractions3 p=p(l) by

u = Up or u(l) = U(l)p(l). (1)

Here u and p are block vectors of length n with 3-vector ele-
ments, where the displacement and traction at the kth vertex
is uk and pk, respectively; U is a square n(l)-by-n(l) block ma-
trix with 3-by-3 matrix elements. The kth block column U:k

describes the displacement response contribution from the
kth applied traction pk. The diagonal blocks Ukk describe
the self-compliance of the kth vertex, and play an important
role in defining vertex stiffnesses for force-feedback render-
ing [19]. The traction vector at a vertex is the force over
the area of the one-ring of a vertex. The force is distributed
linearly over the area as a hat function located at the vertex.

The key behavior of the model is characterized by the
displacement response of the unfixtured free surface due to
forces applied to the free surface. This corresponds to the
only interesting measurable portion of the U matrix, which
in turn is related to the discrete Green’s function matrix [19]
for the free boundary. For instance, rows of U corresponding
to vertices attached to the fixtured support necessarily have
zero displacement values; these same vertices correspond to
columns which are not exposed and therefore can not be
actively inspected.

Finally, once the Green’s function matrix for a fixture con-
figuration is known, deformations of the object can be sim-
ulated efficiently using fast matrix updating techniques [19].

Measurement

Objects to be measured, such as the stuffed toy tiger shown
in Figure 1, are fixed to the Test Station. Deformation mea-
surements record surface displacements and contact forces
resulting from active probing with ACME’s CMS robot arm.
During deformation the position of the contact probe can be
continuously monitored at 100 Hz. The robot arm’s wrist
force sensor is capable of recording the six-dimensional force-
torque wrench at the tip of the probe at 1000 Hz.

The robot probes surface locations corresponding to ver-
tices of the geometric model at the desired reconstruction
resolution4 l. The position of the contact probe measures
the displacement of the contacted vertex uk, while the force-
torque sensor measures the contact force. The effective con-
tact traction pk is the force divided by the effective vertex
area (one third of the sum of adjacent triangle areas). Since
there are no other applied tractions on the free or fixed sur-
faces, the complete traction vector p is zero except for the
single contact traction pk. In the following we describe how
the deformation of the free surface is measured and mapped
onto the vertices in order to estimate u.

3Traction is the force per unit area, similar to pressure.
4To avoid measurement artifacts the scale of the mesh is larger

than the measurement probe’s contact area.



Figure 4: 2D Flow on tiger, poked near the neck.

The surface deformation of the object is measured visu-
ally using the Triclops trinocular stereo-vision system in the
Field Measurement System (FMS) of ACME. The measure-
ment is based on tracking visual surface features in three
spatial dimensions in a range-flow [42] approach. Several
methods for calculating dense range-flow from stereo and
optical flow exist [41, 43, 34].

Our method utilizes redundancy in the imagery from the
trinocular stereo-system to increase robustness [20]; It is
summarized as:

• Segment image into “object surface” and “other,” based
on the geometric model of the undeformed object.

• Calculate range from stereo.

• Calculate simultaneous optical flow in images from each
camera for the “object surface”.

• Combine optical flow by voting and map the result into
three dimensions based on range data.

• Use the “range-flowed” object surface to segment the
next image in the sequence and continue with stereo
calculations as above.

The optical flow during deformation measurement is shown
in Figure 4. In our approach, the surfaces need sufficient
visual texture because of the reliance on stereo vision and
optical flow. Most objects have sufficient visual texture for
stereo matching but if not non-permanent visual texture may
be applied (e.g., using pins, stickers, or water soluble paint).

The next step in surface deformation measurement is the
mapping of range flow vectors to displacements of vertices
of a chosen mesh level. Flow vectors are associated with a
start position on a triangular patch of the undeformed mesh.
We estimate the displacement of a vertex with a robust av-
eraging process rather than just using the closest flow vector
to a vertex (see, for example, [1] for a discussion on robust
motion estimation). The flow vectors associated with trian-
gular patches joined at a vertex are median filtered. This
is followed by a weighted average based on distance from
the vertex. The flow vectors have to be dense enough on
the surface relative to the mesh level for this process to be
robust. In our set-up, we get high density by positioning

the camera close to the object (≈ 0.8m). The measured dis-
placement u covers surface area visible from a chosen view
point. In the estimation section below, we discuss how to
combine multiple measurements for the same contact vertex.

Parameter estimation

Our approach to the estimation of the matrix U from the
measurements of displacement u and traction p addresses
two main issues: (1) noise in the form of outliers in the dis-
placement measurement and (2) incomplete measurements.
Outliers can, on occasion, still be observed in the displace-
ment measurement despite the above described filtering pro-
cess. These outliers originate from consistent incorrect flow
vectors due to mismatches in the range-flow or in the stereo
processing over an image area. Incomplete measurements
arise from partially observed object surfaces, from reacha-
bility limits of the CMS and from anisotropic responses of
the object to probing.

A single block element Uij describes the relationship be-
tween the displacement ui and a single applied traction pj :

ui = Uijpj .

For each element, we obtain m≤M measurements by prob-
ing each vertex location M times. We arrive at a standard
least squares problem to be solved for UT

ij :

[
p1

jp
2
j · · · pm

j

]T
UT

ij =
[
u1

i u
2
i · · · um

i

]T

We solve this least squares problem if our measured trac-
tions are a response to a set of probe directions which span
3-space. This guarantees that we excite the model in all di-
rections. However, because of the possibility of (in general)
noncompliant responses combined with the limited resolu-
tion of the measurements, this does not guarantee that the
solution (Uij)

T has full rank. Therefore, we calculate the
solution by means of the truncated singular value decom-
position (TSVD). We truncate the singular values at the
approximate resolution of the traction measurements. Fur-
thermore, we select a subset of measurements if we observe
an unsatisfactory fit of the estimated (Uij)

T and repeat.
This subset selection process is performed using the least
trimmed squares (LTS) method [29], implemented efficiently
as in [30]. This process is robust even if (M −4)/2 measure-
ments are spoiled.

Figure 5: Plots of estimated displacement responses: (left)
Missing observations result in unestimated response compo-
nents (shown in black); the remaining nodes are color coded
with red indicating the greatest displacement and blue the
least. (right) These values are estimated by an interpolating
reconstruction to obtain the final deformation responses.

At this stage of the estimation process, the measured
displacement field columns of U still contain unestimated



elements due to missing observations of the deformed sur-
face (shown in Figure 5). This problem can be minimized
by obtaining more measurements but not entirely avoided.
Scattered data reconstruction is used to fill in elements for
each column individually. We currently interpolate missing
displacements by solving Laplace’s equation over the set of
unestimated vertices, but better methods are currently be-
ing investigated. The result of this interpolation process is
shown in Figure 5.

Finally, in order to improve rendering quality and reduce
measurement and estimation time we exploit the multires-
olution mesh structure to optionally infer Green’s function
responses for unmeasured vertices. This is done by actively
poking the model at a resolution (l − 1) one level coarser
than the resolution l used to estimate displacement fields
(illustrated in Figure 6). The kth odd vertex on level l has
a response U:k inferred if both even vertices (k1, k2) of its
parent edge have responses. If so, the kth response U:k is lin-
early interpolated from the two parent responses, (U:k1 , U:k2).
The local responses, Ukk and Ujk when vertex j is a one-ring
neighbor of k, are handled differently.

Unlike long range displacement influences which are
smoothly varying, these local values are associated with a
cusp in the displacement field. Simple interpolation for these
values is biased and leads to incorrect contact forces during
rendering. Instead, the local values are computed as the
weighted average of parent responses which have had their
local parameterizations smoothly translated from even ver-
tex k∗ to odd vertex k, e.g., Ukk is linearly interpolated from
(Uk1k1 ,Uk2k2) not (Ukk1 ,Ukk2). This shifting of the parent’s
local response before averaging yields a good estimator of
the local response at vertex k. The resulting displacement
field U:k is also linearly independent of U:k1 and U:k2 .

Figure 6: Multiresolution Mesh and Contact Sampling Pat-
tern: (left) Coarse l = 0 parameterization of model, used for
active contact measurement, displayed on finest l = 2 dis-
placed subdivision surface mesh; (right) yellow points drawn
on the l = 1 resolution mark the nodes at which the system’s
displacement response to applied tractions was either mea-
sured (even vertices) or inferred (odd vertices).

Rendering

By design, the Green’s function models can be rendered at
interactive rates using the algorithm described in [18, 19].
Contact forces are rendered using a PHANToM force-
feedback interface with contact force responses computed
using vertex pressure masks [19]. The multiresolution de-
forming surface is also displacement mapped using displaced
subdivision surfaces [21] to add extra geometric detail to the
model. Figure 1 and the accompanying video (and the CAL
demonstration) show interaction with scanned tiger model
using the PHANToM. In general the results are quite sat-

isfactory, capturing non-local effects such as the movement
of the head when the back of the tiger is poked. The model
does show some of the limitations of the linear model struc-
ture for large input displacements, with somewhat exagger-
ated deformations. For moderate input displacements5, the
scanned model behaves quite realistically.

6 Contact Texture

Selection of model structure

Contact texture denotes the way an object feels when it is
rubbed or scraped. The two principal aspects we focus on
in this paper are friction and surface roughness.

For modeling friction, we use the standard “textbook”
Coulomb friction model

f f = −µ ‖fn‖um (2)

where ff is the frictional force, µ is the coefficient of fric-
tion (and the model parameter to be determined), fn is the
normal force, and um is a unit vector in the direction of
motion.

Surface roughness is a more elusive property and whole
books have been written on how to model it [38]. Rough-
ness is usually associated with small-scale variations in the
surface geometry, which create variations in the tangential
contact force proportional to the normal force. These tan-
gential force variations can be modeled as local variations µ̃
in the coefficient of friction. Combined with µ, this yields
an effective coefficient of friction µe for a given displacement
x along some particular surface direction:

µe(x) = µ + µ̃(x).

This formulation has the advantage of unifying haptic ren-
dering of friction and roughness, particulary with commer-
cial haptic devices like the PHANToM which implement
their own contact and friction algorithms which may not
correspond to the textbook model of Coulomb friction.

Forces due to roughness tend to have some randomness
but often also contain periodic components, particularly in
human artifacts. We assume that the roughness is isotropic
and that people are sensitive only to statistical features of
the roughness force variation, and can not discern the spe-
cific waveform. To capture both randomness and periodicity
we model the friction variations µ̃(x) as an autoregressive
AR(p) process, driven by noise, so that

µ̃(x) = µ̃(k∆) ≡ µ̃(k) =

p∑

i=1

aiµ̃(k − i) + σε(k)

where k is the sample index, ∆ is the spatial discretization,
σ is the standard deviation of the input noise, and ε(k) is a
zero-mean noise input with standard deviation of one. The
model parameters to be determined are the ai and σ.

The AR model is very suitable for real-time simulation
and rendering, and typically one needs only a few parameters
to reflect the roughness properties (as illustrated by Fig. 7).
An AR(2) model is often sufficient in practice because it
allows the modeling of a random sequence combined with
one principal frequency.

5approximately < 15% of the tiger’s diameter
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Figure 7: (left) Measured values of µe for a 10 mm displacement
along a rough section of the clay pot shown in Fig. 8. (right)
Simulation of µe with µ = 0.142 and µ̃ reproduced by an AR(2)
model with a1 = .783, a2 = .116, and σ = 0.0148.

Measurement and Estimation

Friction and surface roughness are noticeable in terms of
the forces they produce on a contacting instrument. Hence
we can measure them in the same way: the robotic system
performs a series of local rubs over the object surface with
a probe (attached to a 6 DOF force sensor; Fig. 8) and the
resulting force profiles are then analyzed.

The object’s surface mesh representation is used to plan
“where and how” to do the rubbing. At present, the system
assigns a contact texture model to each mesh vertex. This is
determined either by explicit measurement, or by the inter-
polation of models at nearby vertices. The system employs
a process of “active exploration”, in which models are ini-
tially sampled over the object surface at a low resolution,
with further, higher resolution sampling in areas where the
model parameters change significantly.

Figure 8: (left) Robotic system rubbing the pot to determine
contact texture. (right) Surface friction map for the clay
pot, in which the brightness is scaled according to the local
value of µ on the surface (with white corresponding to the
maximum value of µ = 0.5). The enameled portions of the
pot, with µ ≈ 0.09, are clearly visible. The ornament on top
of the pot was not sampled.

The nominal friction coefficient µ is estimated first. If the
surface normal n were known accurately, one could directly
determine fn and ff in Eq.(2) and use this to solve for µ.
However, n is known only approximately (due to uncertainty
in the surface mesh and the actual contact location), and
also varies along the path. To compensate for this, we stroke
the surface twice: once in a forward direction and once in
a reverse direction. At any point along the path, we then
have a force value f+ which was measured during the forward
motion, and another value f− which was measured during
the reverse motion.

f+ and f− each have components parallel to the surface

normal n, along with friction components f+
f and f−f which

lie opposite to the motion directions and are perpendicular
to n. Now even if n is unknown, and the magnitudes of
f+ and f− differ, µ can still be estimated from the angle θ
between f+ and f−:

µ = tan(θ/2).

This calculation is quite robust, as it is independent of travel
speed, the probe contact force and orientation, and of course
the surface normal itself. By averaging the values of µ ob-
tained at various points along the path, a reasonable esti-
mate for µ over the whole path may be obtained. Our ability
to determine µ reliably is illustrated in Fig. 8.

The values of n at each path point can also be estimated
from the direction of (f+

f +f−f ) and used to produce a smooth

(typically quadratic) model of n(x) along the path.
To calculate the effective friction, we use n(x) to relate µe

to the observed force values f acting on the probe tip:

f = fn[n(x)− µeum(x)],

where um(x) is the direction of motion along the path and fn

is the magnitude of the normal force. The unknowns in this
equation are fn and µe. Solving for µe at every path point x
yields µe(x). An AR model is then fitted to µ̃(x) = µe(x)−µ,
using autoregressive parameter estimation via the covariance
method (e.g., the arcov function in MATLAB).

Rendering

To demonstrate the rendering of contact texture, we used
a PHANToM haptic device to implement a virtual environ-
ment in which a user can rub an object with a point contact
(represented as a red ball in the video). The GHOST soft-
ware supplied with the PHANToM was used to perform col-
lision detection and to generate the corresponding contact
and frictional forces.

The friction value at the point of contact is generated by
weighting the AR parameters at each vertex by the barycen-
tric coodinates in the triangle. The distance traveled along
the surface divided by the spatial discretization ∆ of the
measurements determines the number of values to generate
using the AR model. The last 2 values generated are then
interpolated to obtain the effective coefficient of friction µe.
This value is passed to both the static and dynamic friction
parameters in GHOST.

The resulting contact textures are quite convincing; it is
easy to distinguish between the different surface prepara-
tions of the clay pot using the haptics alone. These results
are best evaluated using the PHANToM haptic device (e.g.,
in our CAL demo) though Figs. 7 and 8 give a good indica-
tion of the sensitivity of our measurement technique.

7 Sound Modeling

Selection of model structure

We model the contact sounds of an object by filtering an ex-
citation (the “audio-force”) through a modal resonator bank
which models the sonic response of the object. The details
of this technique are explained in [39]. For this we need to
acquire both a modal resonance model of the object, which
will depend on its shape and internal composition, and an
excitation model, which will depend mainly on the surface
structure.



The modal model M = {f ,d,A}, consists of a vector f
of length N whose components are the modal frequencies
in Hertz, a vector d of length N whose components are the
(angular) decay rates in Hertz, and an N × K matrix A,
whose elements ank are the gains for each mode at different
locations. The modeled response for an impulse at location
k is given by

yk(t) =

N∑

n=1

anke−dnt sin(2πfnt), (3)

for t ≥ 0 (and is zero for t < 0).
The surface texture generating the audio-force can be

modeled in real-time by filtering an appropriate noise source
with the location dependent autoregressive filter models ob-
tained from the surface measurements described in Section 6.

For audio we need to know the audio surface texture at
a much higher resolution than for haptics texture modeling.
In the future we plan to measure the surface properties at
higher resolutions and use AR(p) models acquired automat-
ically. We have verified that such an approach yields good
sound models but have not yet integrated this with the rest
of the system. For now, we acquire audio-resolution surface
properties by hand.

For the pot example shown in the accompanying video, we
manually segment the surface into areas of substantially dif-
ferent textures and generate an excitation force from record-
ings made with a contact microphone at a reference speed
and force and store them in wave-tables, just like audio sig-
nals. This approach is analogous to image-based rendering;
as described below, the recorded excitation can be trans-
formed by a few run-time interaction parameters to produce
a realistic audio-force [39].

Measurement

One way to estimate the modal model is to excite (i.e., hit)
the object with an arbitrary force and measure both the au-
dio response and the input force at the same high rate, and
deconvolve the input force from the audio signal. This is
the approach followed in [6]. However this can be delicate
because measuring forces at audio frequencies requires very
stiff force sensors, since otherwise the force signal can be
contaminated by the resonances of the sensor itself. Decon-
volution is also a numerically sensitive inverse problem. We
have chosen instead to build a device for applying a light,
highly peaked force which is a good finite approximation
of an impulsive force; the measured audio signal can then
be treated as the impulse response and used directly for pa-
rameter estimation. The device consists of a small push-type
solenoid mounted at the tip of the robot arm; the solenoid is
activated for a brief period so that the small plunger moves
and hits the object ballistically and bounces off. The far field
sound is recorded at 44.1 KHz using microphones mounted
on the field measurement system. Fig. 9 shows the device
pinging the clay pot. The robot systematically pings the
object at the vertices of the base mesh. Several recordings
are made at each mesh vertex for better estimation.

Parameter estimation

We have developed a technique for estimating the modal
model M from the recorded impulse responses. The number
of modes to extract is manually set to a large value and
we discard the modes with very low gain which will not
contribute to the sound. Precisely how many modes we want

Figure 9: Contact sound measurement

to use for synthesis depends on factors such as the desired
accuracy of the reconstruction.

The modal frequencies are first estimated from the aver-
age power spectrum of the recordings (corrected for back-
ground noise) using peak identification with a quadratic in-
terpolation of the discrete windowed Fourier transform. For
a typical window size of 20ms this gives frequencies with
errors of about 50Hz. This initial estimate is then refined
by performing a phase reconstruction by fitting complex fre-
quency trajectories of the windowed Fourier transforms of
the signals with a sum of a small number of damped ex-
ponentials using the Steiglitz-McBride algorithm [36]. This
will provide us with the estimated couplings A, the damp-
ings d, and corrected estimates of the frequencies f . In some
cases very closely spaced modes arise because of approxi-
mate symmetries of the object which we resolve by fitting
each trajectory with multiple complex exponentials. This
“phase unwrapping” procedure has been used before to ob-
tain very accurate frequency estimates [3]. Our application
differs in that we are interested also in the dampings and
coupling amplitudes, and we also want to be able to resolve
densely spaced frequencies into their separate components.

We have tested the accuracy of the parameter estimation
on artificially constructed impulse responses in the form of
Eq. 3 and found that the frequencies and dampings have
errors no larger than 0.0001%, and the gains have errors of
about 1%. See Fig. 10.

Rendering

During simulation, an audio kernel filters the audio-force
excitation — which is parameterized by contact parameters
such as velocity and friction — through the modal resonator
bank and produces audio in real time. The audio-force can
be a short impulse for impacts, or a noise-like excitation for
scraping. Filtering with a modal reson bank can be com-
puted very efficiently with an O(N) algorithm [14, 5, 40] for
a model of N modes. Details of our contact sound rendering
techniques are described in [39].

The geometrical locations on the surface of the object are
mapped to points in the “timbre-space” of the object, which
we define as the space spanned by the gain vectors a. This
is done by associating gains ank with each mesh vertex k at
which the sounds were sampled during the measurement. In
this manner we model the observed timbre shifts in the sound
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Figure 10: The power spectrum of two recorded impulse re-
sponses, their average, and the power spectrum of the back-
ground noise. The 20 most important peaks are indicated on
the graph. The “best” peaks are those considered to stand
out from their surrounding most clearly by “local height”

when an object is excited at different locations. Sudden
jumps in the timbre during scraping can be heard clearly
if we switch gain vectors discretely. We therefore utilize a
form of “audio anti-aliasing”: at locations between mesh
vertices we smoothly interpolate the gains from the vertex
gains, using the barycentric coordinates of the location in
the triangle. Note that because the gains ank at different
vertices share the same modal frequencies, there is no need
for frequency interpolation.

If the AR(2) filters turn out to be resons [35], we can
scale the resonance frequency measured at a reference con-
tact speed with the actual contact speed in the simulation.
This produces the effect of a shift in “pitch” dependent on
the sliding velocity. If the AR(2) filters are not resons (i.e.,
if their poles are real), which will occur if there is no promi-
nent characteristic length scale in the surface profile, this
model does not produce the illusion of scraping at a chang-
ing speed. The perceptual cue for the contact speed seems to
be contained in the shifting frequency peak. We have found
that higher order AR models in such cases will find these
peaks, but we have not completed this investigation at the
time of writing.

If an audio-force wave-table is used, it is pitch-shifted us-
ing linear sample interpolation to correspond to the actual
simulation contact speed and the volume is adjusted pro-
portional to the power-loss as determined by friction and
speed [39].

8 Conclusions

We have described a system for modeling the interaction be-
havior of 3D objects by scanning the behavior of real objects.
Modeling interaction behavior is essential for creating inter-
active virtual environments, but constructing such models
has been difficult. We show how a variety of important in-
teraction behaviors, including deformation, surface texture
for contact, and contact sounds can be effectively scanned.
We provided a description of the complete modeling pro-
cess which could be used construct these types of models.
We also described our own measurement facility which au-
tomates many of the steps in measuring contact interaction
behavior using robotics.

We believe that the techniques described in this paper
could greatly improve the way virtual environments and an-
imations are created. In addition to geometry and appear-
ance, our methods will allow behaviors to be essential and
easily obtained properties of virtual objects. Our methods
make it feasible to build compelling interactive virtual envi-
ronments populated with a large number of virtual objects
with interesting behavior.
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